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Abstract—It is widely recognized that reliable communications
are a key element of a successful response to a disaster situation.
To address this need, local and regional governments in all parts
of the world have deployed dedicated communications networks
for first responders. These systems are often prohibitively ex-
pensive, voice-only, and are needed only on rare occasions. It
would be more cost-effective to use already-existing networks or
to deploy networks for shared use. However, due to the sudden
increase in demand or physical failure caused by the disaster,
shared networks may become overloaded. In such situations,
it would be desirable to prioritize traffic flows belonging to
public safety applications over others. Solutions such as priority
queuing and differentiated services provide partial answers to
that goal but leave other problems unsolved. This work presents
a novel solution using Segment Routing and a Genetic Algorithm
optimizer to minimize the impact of network overload on critical
traffic flows. The results show that these methods can reroute
flows using a single midpoint such that the total network overload
is reduced compared to traditional shortest-path routing while
avoiding unnecessarily long paths and taking priority of flows
into account.

Index Terms—segment routing, genetic algorithms, network
reliability, metropolitan area networks

I. INTRODUCTION

Many local and regional governments in all parts of the
world have deployed dedicated communications networks for
first responders [1]. However, these systems are often pro-
hibitively expensive. They are only needed on rare occasions,
so there is little motivation to invest the necessary resources.
In the United States, GETS [2] and WPS [3] enable prioritized
use of the commercial landline and cellphone networks when
needed, thus avoiding the cost of dedicated infrastructure.

Voice-only calls are an important tool, but increasingly
emergency services would like to add reliable data com-
munications to their toolbox, which has led to the creation
of FirstNet [4]. However, this requires the installation of
dedicated infrastructure and is still under deployment. Public
safety’s takeup of FirstNet has been limited but is gaining
momentum [5]. Just as with phone networks, developing the
technology to reliably share already-deployed data networks
would significantly and immediately benefit the ability of
public safety to execute their mission.
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We present a practical approach to prioritizing data traffic in
the presence of network overload using single-midpoint Seg-
ment Routing. This solution operates on a single autonomous
system with a relatively simple core network which supports
segment routing and programmable traffic classifiers at the
edges of the network for installing routing rules. Live traffic
and topology information is captured from the network and
used to optimize the network in real-time.

Midpoint selection is an NP-hard problem, as discussed in
DEFO [6]. Therefore, it is difficult to establish any guarantees
about computation time of an optimizer or how a solution
compares to the optimal. Nevertheless, we have designed a
genetic optimizer which can provide useful solutions while
running quickly enough to be practical.

Real-world evaluation is ongoing, and initial results from
the Emulab testbed environment [7] show that the system
meets its design goal of real-time prioritization of network
traffic. Calculation of priority-protecting routes happens on a
timescale such that there would be minimal disruption to real-
world applications.

This work contributes the following: 1) Design and im-
plementation of an optimizer which computes routing rules
to protect priority flows. 2) Design and implementation of
a Segment Routing-enabled controller framework to enable
real-world, practical flow prioritization.

In essence, our solution tries to reduce overload of links in
the network by leveraging alternate paths, taking flow priority
into consideration, implemented with Segment Routing

II. BACKGROUND AND RELATED WORKS

Traffic engineering is not a new goal, and the proliferation
of works solving different aspects of this problem reflect its
importance. We present some recent efforts in this area and
compare each with our contributions. Segment Routing is
a modern Software Defined Networking (SDN) tool which
provides the ability to give fine-grained control over the route
of a particular packet, which we use to assign midpoints to
traffic flows by forwarding each packet of a flow through via
a specified router.

1) Optimizing Restoration with Segment Routing [8]:

Fundamentally, this work solves a similar problem as they
work to eliminate overloaded links by describing the situation





In the case that human intervention is required, such as
defining flow priority match rules or inputting initialization in-
formation, the Controller has a northbound Operator Interface.
This interface also provides information back to the operator
about the state of the network.

B. Route Planner

The core component of the Critical Reroute system is the
route planner. The route planner takes as inputs a graph of
the physical topology and a traffic matrix annotated with flow
bandwidth requests and priority and outputs a list of midpoints,
one for each flow, which minimizes the amount of overload
on links carrying critical traffic.

While the primary design goal of the Route Planner is
to provide optimal routes, an important consideration is that
it must run quickly enough that it can adapt to changing
circumstances. For instance, if nodes are removed from the
topology view or new flows are added to the traffic matrix,
the route planner should be able to respond to those changes
quickly, such that services using the network are disrupted as
little as possible. It should also never return a worse solution
than using pure shortest-path routing.

We elect to generate a solution with only a single mid-
point per flow for the practical reason that the search space
involving one midpoint per flow is vastly reduced compared
to any additional midpoints, allowing the solver to run in a
realistic amount of time. Simultaneously, one midpoint gives
the controller good control over the path the traffic takes based
on our experience as well as the experiences discussed in prior
work [8].

The following subsections describe the different compo-
nents of the route planner.

1) Cost Function: In order to define “better” or “mini-
mum”, we need to be able to quantify the usefulness of a
solution. In optimization problems, this quantifier is called
the cost function. Our cost function is three dimensional, with
each dimension acting as a tiebreaker for the one before it.
The factors considered are: 1) Total amount of critical traffic
flow on overloaded edges 2) Sum of the latency of each flow
multiplied by its priority value 3) Total number of extra edges
used in a solution compared to shortest-path

Essentially, this cost function is a restatement of our goal
of avoiding network overload while adding a latency term to
capture the idea that we would like our priority flows to receive
good service.

2) Priority Value: The priority value of a flow can be any
integer or floating-point value greater than or equal to zero.
If a priority of zero is assigned to a flow, the optimizer will
treat the flow as totally unimportant, and any congestion it
experiences would not be optimized, though it still contributes
to the used bandwidth of a link. Priority values should be
considered relative to other priority assignments in a solution,
where higher priority means the flow is more important.

3) Optimizer: With this cost function definition, we can
address the problem of how to solve for a “better” or “best”
solution. The most important consideration is that the solution

space is discrete. The midpoint for any flow can be exactly
one core router and flows are not divided into fractional parts,
as was done in [8].

Thus, we need an optimizer which works directly on discrete
solution spaces. One class which works well in many cases is
Genetic Optimizers [11].

4) Genetic Optimization Process: To start, a number of
proposed solutions, called ‘individuals’ are generated. Then, at
every step, the individuals are tested against the cost function
to determine their ‘fitness’ with the fittest solutions being given
the best chance to be selected to reproduce.

In this work, an allele is a single midpoint for a particular
flow, and an individual is a list of such midpoints, one per
flow. Each individual represents a valid solution.

5) Selection Algorithm: The first step in an iteration of the
Genetic Optimizer is selecting parents which will be used
to produce a new individual of the next generation. The
literature has many selection algorithms, each with their own
tradeoffs. This work uses Tournament Selection since it can
avoid evaluating the fitness of every individual in the gene
pool.

6) Crossover: Crossover is the step which builds the initial
child by copying some section of alleles from each parent. The
intuition behind crossover in any genetic optimizer is that the
solution might be structured such that nearby alleles influence
each other and keeping such groups together will result in a
better solution. This might be true, for instance, if flows were
sorted by source ID, so the selection of one allele might impact
its neighbors.

7) Mutation: After crossover, the resulting child might be
mutated. Mutation means that each allele in the child solution
might be changed. When a particular allele is selected to
be mutated, the midpoint that it represents is moved to a
neighboring router uniformly at random.

Once a new individual has been generated, the entire
process repeats from selecting new parents to generate another
individual until the entire new population has been generated.

8) Initial Population: Over time, the genetic optimizer
should converge towards the optimum regardless of how the
population is initially seeded. In practice, having a good
heuristic for initial population gives the optimizer a faster start.
For this work, we build an initial individual by selecting the
router which is the midpoint of the shortest path, then copy
that individual enough times to fill the gene pool.

9) Termination: In general, it is not possible to determine
whether a particular solution is the global optimum. Often,
this problem is solved by detecting when the optimization
algorithm stabilizes and assuming that the found optimum
is “good enough”. Another solution is, given a limited time
budget, find the best solution possible. Given this work’s goal
of attempting to optimize a live network, we opt for a time-
limited approach.

IV. THE CRITICAL REROUTE IMPLEMENTATION

Route Planner: All components of the Route Planner are
implemented in Python 3. The main work of the Route Planner





Due to lack of better information, we have assigned each
demand a priority value of 1 to represent non-critical flows and
10 to represent critical flows, with each flow being considered
critical with 20% probability. Each traffic matrix is rerun 5
time to evaluate the variance of the optimizer.

2) Results: In many cases, the result presented is Overload
Factor, since this is the quantity the optimizer is primarily
trying to reduce. Recall that this is computed for a particular
solution as the product of the highest priority value on each
link, multiplied by the bandwidth usage which exceeds the link
capacity, if any, summed over every edge in the network graph.
For instance, if for a particular solution a single link in the
entire network carrying traffic with a priority value of 10 were
overloaded by 1000 bandwidth units, the overload factor would
be 10000. Measuring a solution in this way should be thought
of in comparison to other solutions on the same topology,
rather than as a global measure. In all cases, an overload factor
of 0 indicates that the optimizer managed to find a solution
with no overload.

The other measure of interest is the latency factor, which is
more readily understandable in the real world. Latency factor
can be roughly understood in the same units as the link delay
(often milliseconds) since it is the product of the delay of
every link traversed by a flow multiplied by the flow’s priority
value. Once a flow has been optimized such that it is avoiding
overloaded links, which have an unbounded negative effect on
network performance, it becomes interesting to make sure that
it is taking the shortest path possible.

Topology Name Nodes Edges Demands
rf3967 79 294 6162
rf1239 315 1944 96057

TABLE II: Summary of tested topologies

3) Analysis: DEFO [6] seeks to optimize the most over-
loaded link such that, ideally, all links are below their the-
oretical bandwidth limit. For that work, the generated traffic
demands always have some solution where bandwidth per link
is below the threshold. In this environment, Critical Reroute
can also find a solution such that no link is overloaded.
However, this may take more time since Critical Reroute has
to compute a more complicated cost function.

Fig. 5: Overload Factor vs. Iterations for the rf3967 topology

Fig. 6: Overload Factor vs. Iterations for the rf1239 topology

Figures 5 and 6 show example runtimes of the tested
topologies and show the decrease in cost function over time
for each of the five trials on a particular topology using the
same traffic matrix and priority value annotations.

Figure 5 shows the relatively small 3697 Rocketfuel [22]
topology. Because of its size, it does not take long for the
optimizer to find an initial solution which eliminates overload.

Figure 6 shows runtimes of the largest topology we have
evaluated against. On our test hardware, Critical Reroute needs
roughly 30 minutes to converge to an initial solution which
eliminates overload on this topology. This is a larger scale
than Critical Reroute was originally designed to handle, but is
a good example of the limits of the current approach and the
ability of these methods to apply to more general problems.

It may seem that 30 minutes, or even 3 minutes, is too long
to wait in a real-world scenario. However, this is just the initial
setup time. In an operational deployment, we would be more
concerned with how well Critical Reroute can adapt to changes
in the network to keep traffic flowing smoothly. Section V-D
simulates how the optimizer might respond to the dynamic
nature of a live network.

Though DEFO [6] is able to optimize for its cost function
in all listed topologies in 3 minutes or less. Critical Reroute’s
cost function is more complicated to take into account the
priority and latency of individual flows; thus it is not able to
solve larger problems as quickly.

Each test with the same inputs was rerun five times to test a
total of 80 traffic matrices with different priority assignments
for each topology. In all runs, the optimizer was able to find
a solution which brought the total overload to 0. This is an
indicator that the optimizer is not getting stuck in local optima
or that at least those local optima result in useful solutions.
This has the real-world implication that leaving the optimizer
to run for the maximum available amount of time would result
in the best solution, as opposed to restarting the optimizer to
avoid locally-optimal solutions.

Table III shows the average factor increase in latency and
path length for the tested topologies. This equates to a latency
increase of about ten milliseconds and one additional link.
When considering that the initial network was suffering from
severe overload, causing routers to drop significant amounts



of traffic, network performance would have been terrible. An
increase of one extra link is a low price!

Topology Latency Path Length
rf3967 1.12x 1.12x
rf1239 1.15x 1.20x

TABLE III: Average factor increase in latency and path length
for the segment-routed solutions compared to OSPF

D. Critical Reroute Responds to Network Changes

Once the optimizer has converged to an acceptable solution,
it is expected that the network will only change in small steps.
Therefore, instead of being started from scratch, we can re-
use the midpoint assignment from the previous solution as a
starting point for a new solution.

For this simulation, we assume that Critical Reroute has
been given enough time to find a solution which eliminates
overload. Then, 1% of the nodes in the network are removed.
Even as the network experiences continuing failure, Critical
Reroute can respond in a reasonable amount of time to
maintain service performance.

Fig. 7: Graph showing recovery time from network failure.
The dashed vertical line indicates the point where 1% of the
remaining nodes are removed from the network

Figure 7 shows the response time of Critical Reroute to
a simulated failure in the larger rf1239 topology. It is not
surprising that finding a solution gets harder at every iteration
of this process since the same traffic has to share fewer paths.
For the first two iterations, Critical Reroute can find a solution
which eliminates overload in all test runs. In the third instance,
only two test runs are able to completely eliminate overload.

VI. CONCLUSION

This work presents a practical approach to network flow pri-
oritization using single-midpoint segment routing, automated
by a genetic algorithm. Additionally, it describes the design
and implementation of sufficient framework to run the system
on a physical network. Our evaluations show that the optimizer
can achieve its goals of protecting traffic from overload in an
environment where traditional tools would not be sufficient.
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