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Cloud Computing, to this day, has been dominated by
a limited number of cloud providers that, despite provid-
ing public service to tenants, are still vertically integrated
and in control of their own infrastructure. As an example
of why this is problematic, while it is possible for any-
one to rent virtual machines from Amazon and o�er a
MapReduce service to clients, such an o�ering would be at
a perpetual disadvantage vis-à-vis Amazon’s own Elastic
MapReduce o�ering. In this case, Amazon knows the loca-
tion of data blocks, the network topology and allocation,
and can place computation for its own service where it is
most advantageous. ¿e single-provider model of today’s
o�erings eliminates competition at the infrastructure level,
creates vendor lock-in, and arti�cial non-market-based
pricing for resources [1].
In the Massachusetts Open Cloud [5] project, we are

working on towards the vision of anOpenCloud Exchange
(OCX) [2], a truly open, multi-provider cloud environ-
ment, in which unprivileged service providers compete
in a marketplace, with o�erings at all levels of the stack,
including the hardware level. ¿e only privileged infras-
tructure, beyond power, cooling, and basic connectivity,
is a hardware-as-a-service allocation layer, coupled with a
set of exchanges where o�ers from providers are matched
with service requests from clients.
In the evolving OCX architecture, a provider can phys-

ically deploy machines in the common datacenter, and
advertise access to these machines to clients. ¿ese clients
can, in turn, o�er an OpenStack service on top of such
leased physical machines, or use them to run Spark and
o�er this as a service to higher-level clients of their own.
¿ere is nothing preventing other providers from also de-
ploying physical machines and competing for features and
prices with other providers.
At the lowest layers of this stack, the notion of multiple

competing providers applies fairly naturally to storage and
compute It does not immediately apply, however, to net-
working inside the datacenter. One of our goals is to ex-
amine whether itmakes sense formultiple providers to
compete for networking services within an open cloud
datacenter, including at the physical layer.¿e prevail-
ing view is, rather, that the datacenter network is a utility,
a common substrate, and if it is su�ciently provisioned,
should not be a cause for concern. While it is possible that
this is the case, this view hinders innovation and di�er-
entiation at the network level, and our goal is to have an

architecture that does not preclude this.
As examples, we want to enable a provider to connect a

subset of the datacenter with 100Gbps Ethernet, or In�ni-
band, even if it is not cost e�ective to do this for the entire
datacenter; another provider to o�er a set of paths along
which one can enable Ethernet �ow control, use pFabric
switches, or allow control of the switches’ ECN parame-
ters to enable DCTCP. Yet another provider might want
to provide 60GHz connectivity among a few racks of the
datacenter, or simply o�er tenants access to high priority
queues along speci�c paths.
¿e Internet o�ers a powerful analogy: an organization

can today physically connect to an IXP, and from there
choose services from several di�erent transit providers
that compete on capacity, reliability, connectivity, and
cost. ¿is architecture allows co-existence the 18+ low-
latency providers between the New York and Chicago ex-
changes [4], or themultitude of cables that cross the Paci�c
connecting Los Angeles to Asia. In the OCX, a set of racks
controlled by a single hardware provider would be anal-
ogous to an ISP, and the top of the rack switches would
roughly play the role of IXPs, to which the di�erent net-
work providers would connect and o�er “transit” service
to other racks.
¿ere are several challenges to realize this vision, includ-

ing path speci�cation and discovery, how to allow tenants
to see di�erent options and negotiate parameters, and how
to implement the market decisions to steering subsets of
tenants’ tra�c along the right paths. Some of these pieces
have been solved for other domains, and can serve as in-
spiration, such as the work on so ware-de�ned exchanges
(SDX) [3], or OpenVirtex. Other challenges include how
to e�ciently map overlay networks onto this now complex
underlay, and how to integrate the market and provision-
ing of the network with the markets for other resources
such as computation and storage.
¿e OCX model heavily depends on programmatic al-

location, provisioning, isolation, and virtualization of re-
sources – computation, storage, networking – and of more
complex services that providers build from these basic
elements. All of these services are exposed by providers
in a marketplace, where the result of negotiations is then
automatically realized, metered, and enforced in the infras-
tructure.¿is entire orchestration of resources can be seen
as a complex set of logically centralized control planes, and
is truly a so ware-de�ned infrastructure.
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